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Abstract

Particle simulation has played an important role for the recent investigations on
turbulence transport in magnetically confined plasmas. In this paper, theoretical
and numerical properties of a gyrokinetic plasma as well as its relationship with
magnetohydrodynamics (MHD) are discussed with the ultimate aim of simulating
microturbulence in transport time scale using massively parallel computers.
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1 Introduction

The study of theoretical and thermodynamic properties of simulation plasmas
has a long history, since they are intrinsically related to the numerical schemes
used for particle simulation. The effects on the collisionless simulation due to
finite-size particles [1] and the discovery of convective cells in magnetized plas-
mas [2] are a few of the examples in the past. In this paper, we will describe the
thermodynamic and numerical properties of a gyrokinetic plasma in terms of
fluctuation-dissipation theorem, entropy production, energy conservation and
the finite Larmor radius (FLR) effects related to turbulence simulations. Some
of these issues have already been addressed before. For example, the drastic
noise reduction in an electrostatic gyrokinetic simulation plasmas [3,4] has
been explained by the change in the linear dielectric function [5]. The decade
old puzzle concerning the noisy electron response in a finite β gyrokinetic
plasma [6–8] has recently been resolved [9] which leads to the formulation of
the perturbative split-weight simulation scheme [9]. In view of the recent work
on the relationship of compressional and shear Alfvén waves between MHD
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Fig. 1. Modification of the Debye shielding effect due to finite-size particles

and gyrokinetic descriptions [10], we will review these properties and explore
the possibility of simulating kinetic-MHD physics via particle codes such as
the transport time scale simulation of microturbulence.

2 Fluctuation properties of a simulation plasma

The methodology of particle-in-cell (PIC) simulation was first presented in
the 1968 APS meeting by Dawson et al. [11] and Birdsall et al. [12] as a
way to eliminate enhanced fluctuations (noise) due to close encounters of the
simulation particles, i.e., the discrete particle effects. As we mentioned earlier,
the use of finite-size particles has been theoretically verified by Langdon and
Birdsall [1] via the fluctuation-dissipation theorem, i.e.,

V
|E(k)|2

8π
=

T/2

1 + k2λ2
D/S

2
, (1)

where E is the electric field, λD is the electron Debye length, S(k) ≡ e−k2a2/2

is the shape factor associated with the Gaussian particle size a and V is the
volume. Therefore, by using particles with the size of a grid in the simulation,
the effects on the thermal fluctuation is negligible for the wavelengths of inter-
est, i.e., k2λ2

D � 1. Here, the total noise is T/2 and it resides almost entirely
in the plasmas waves (ω = ±ωpe). The use of finite-size particles essentially
modifies the Coulomb potential inside the Debye length as shown in Fig. 1.
As such, the simulation plasma becomes collisionless and the collisions should
then be re-introduced as subgrid phenomena [13]. It is interesting to point out
that the introduction of finite-size particles actually fulfills the requirement
of g[≡ 1/nλ3

D ] � 1xs without using the actual number density n as in a real
plasma. The fluctuation level of the convective cells in 2D magnetized plasmas
with the frequency of ω ≈ ik2

⊥µi has also been numerically verified with [2]

V
|E(k)|2

8π
=

T/2

1 + ω2
pi/Ω

2
i + ω2

pe/Ω
2
e

, (2)
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Fig. 2. Gyrokinetic approximation decouples gyrocenter motion from the gyromotion

where µi ≡ 0.3c2s/Ω
2
i τi is the ion gyroviscosity, τ is the ion-ion collision time.

Here, the fluctuation level is only a small part of the thermal fluctuation with
the rest residing in high frequency normal modes such as lower-hybrid waves
in this case.

When gyrokinetic particle simulation was first introduced by separating the
particle gyromotion from its gyrocenter motion shown in Fig. 2 and by incor-
porating ion polarization density in Poisson’s equation, it was noticed that the
noise level went down considerably [3,4]. This observation was subsequently
verified theoretically [5] as the consequence of a new vacuum result for the
dielectric function and the corresponding fluctuation level in an electrostatic
gyrokinetic plasmas for k2

⊥ρ
2
s � 1 is reduced to

V
|E(k)|2

8π
=
λ2

D

ρ2
s

(T/2), (3)

where ρs is the ion gyroradius based on the electron temperature, which is
much larger than λD in tokamak plasmas. One way to view this property is
that the Debye shielding (λD) as shown in Fig. 1 is now replaced by gyro-
radius (ρs) shielding due to the presence of ion polarization density in the
gyrokinetic Poisson’s equation. Interestingly, it was found that this level of
fluctuation remains the same even for a finite-β gyrokinetic plasma [6,7]. This
unique feature was suspected as the cause for the excessive noise observed in
the attempts to simulate shear-Alfvén waves and finite-β modified drift waves
and ion temperature gradient drift modes using gyrokinetic particle simula-
tion techniques [6,8]. Recently, this suspicion was re-visited using the same
techniques as those in Ref. [2] and it was found that the fluctuation level as-
sociated with shear-Alfvén normal modes is indeed a function of plasma β [9],
i.e.,

V
|E(k)|2

8π
=
λ2

D

ρ2
s

T/2

1 + ω2
pe/c

2k2
(4)
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for the cold electrons with

ω = ± k‖vA√
1 + c2k2/ω2

pe

,

where c/ωpe[≡ ρs

√
me/miβ] is the electron skin depth and β ≡ c2s/v

2
A and

vA ≡ cλD/ρs is the Alfvén speed, and

V
|E(k)|2

8π
= k2λ2

D

T/2

1 + k2ρ2
s

(5)

for the warm electrons with

ω = ±k‖vA

√
1 + k2.

Thus, the fluctuation level reduces as β increases in the cold electron limit
and is independent of β in the warm (adiabatic) electron limit, where the
fluctuation level is minimum corresponding to the response of ion acoustic
waves. By comparing Eq. (3) with Eqs. (4) and (5), one can see that most of
the numerical noise resides outside the normal modes of shear-Alfvén waves
of the simulation plasma for large β. This is a highly unusual situation in the
history of particle simulation. Apparently, we have done such a good job in
eliminating high frequency waves from the simulation plasma such that the
damping mechanism for the fast-moving particles does not exist anymore. This
presents a numerical challenge for us. The remedy is to make sure that these
fast-moving particles always behavior adiabatically in response to the waves.
It can be accomplished through the use of a split-weight particle simulation
scheme [9] with

F = F0 + δf = F0 +
eψ

Te
F0 + δh,

where F0 is the background Maxwellian,

ψ ≡ φ+ (1/c)
∫
∂A‖/∂tdx‖,

φ is the electrostatic potential and A‖ is the vector potential parallel to the
ambient magnetic field, B0. Simulation results using such a scheme have suc-
cessfully verified the theoretical predictions of Eqs. (4) and (5). The reduction
of noise in the high β regime can be viewed as the result of adiabatic elec-
tron shielding replacing the ion polarization shielding, which, in turn, replaces
Debye shielding as shown in Fig. 1.
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Recently, an investigation on the properties of compressional Alfvén waves [10]
in the gyrokinetic formalism has shown that these numerically troublesome
high frequency waves can be neglected if the waves of interest have the prop-
erty of ω2/k2v2

A � 1. Unlike the difficulties encountered in the MHD simula-
tion, we can do so without any additional geometric ordering. Furthermore, it
is found that

A⊥
A‖

∼ ω2

k2v2
A

� 1,

where A⊥ is the vector potential perpendicular to B0. Moreover, as indicated
in Ref. [10] (see Appendix A), the noise generation by the compressional Alfvén
waves is expected to be negligible since A⊥ does not appear in the linear
dielectric function. This is quite contrary to the situation for the plasma (space
charge) waves of ωpe in an unmagnetized plasma, for which the associated noise
level is much higher than the low-frequency ion acoustic waves, cs. As such,
implicit schemes had to be used to suppress those waves [14,15].

As we can see, noise properties are of the ultimate concern for the particle
simulation. Birdsall and Langdon [16] have paid great attention to this subject
in their book and given it a very interesting perspective: ”one man’s noise is
another man’s signal.” We might add that proper treatment of noise is essential
for the success of particle simulation. Hopefully, we have demonstrated here
that, as we march into the fully electromagnetic regime, the noise properties
of the simulation plasmas are relatively well understood.

3 Other important properties for microinstability simulations

However, there are a few outstanding problems. For example, a recent inves-
tigations on the ion temperature gradient (ITG) drift turbulence based on
gyrokinetic ions and adiabatic electron model have found that energy conser-
vation is not totally satisfactory [17]. First of all, one has to keep the velocity
nonlinearity of the ions in order to satisfy

d

dt

〈
mi

2

∫
v2
‖δfidv‖ +

ρ2
s

λ2
D

|∇⊥φ|2
8π

+
1

λ2
D

φ2

8π

〉
= 0, (6)

where 〈· · ·〉 is the volume average. It is conceivable that this problem may be
again caused by the numerical noise which cannot be damped effectively by
the ion Landau damping for the fast-moving ions. In this case, the split-weight
scheme for the ions may help [18]. The numerical difficulties encountered in
solving Ampere’s law in the finite-β gyrokinetic particle simulation [19] may
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again trace back to the noise generated by the fast particles. Understanding
of these problem are vital if we plan to simulate microinstabilities in the
turbulent steady state. The issue of velocity space nonlinearity for both the
electron and ions is also very important for nonlinear turbulence simulation.
Specifically, it gives rise to velocity space trapping (ω ≈ k‖vtα) [20,21], which
may be important in the presence long-thin eddies when E × B trapping
(ω ≈ 4kθkrφ) [22] is not effective.

Another numerical property is the entropy production, which relates the par-
ticle or energy flux due to microturbulence to the rate of change of δf2

through [23]

1

2

∂

∂t

∑
α

〈∫
(
δf2

e

FeM
+

δf2
i

τFiM
)dv‖

〉
=

1 + τ

τ
κn〈Γr〉, (7)

where τ is the temperature ratio, δf ≡ F − FM , Γr is the radial particle flux,
κn is the density inhomogeneity and 〈· · ·〉 is the flux surface average. Equation
(7) reveals two important properties: 1) δf would increase indefinitely due to
diffusion and, therefore, the δf method cannot be used for simulating micro-
turbulence in transport time scale when particle may diffuse more than one
density scale length, and 2) the rate of change of the quadratic terms could
give us the information on how fast the turbulence is approaching steady-state
before we can terminate the simulation. The global gyrokinetic particle sim-
ulations on toroidal ITG turbulence have shown that the steady state can be
reached relatively fast from the initial quiescent state, say, within 10 - 20 eddy
turnover time as observed in the simulations reported in Ref. [24] and those
by the global Gyrokinetic Turbulence Code (GTC) in Ref. [25].

So far we have only addressed the issues related to the core transport. However,
for simulating core transport barrier and edge turbulence, additional consid-
erations are needed, e.g., the presence of equilibrium E × B flow [26]. Most
problematic here is that the resulting gradient scale lengths of the plasma inho-
mogeneity, Lp, may become comparable to the Larmor radius, ρs. As such, one
needs to take a closer look at the basic ordering used in the original analyses.
For example, based on Ref. [3], the gyrokinetic Vlasov equation was derived
by (1) changing the phase-space variables from (x,v, t) to (R, v‖, µ, ϕ, t), (2)
applying gyrokinetic ordering, and (3) then performing gyrophase averaging,
where x = R + ρ, µ ≡ v2

⊥/2B and subscripts ‖ and ⊥ denote directions asso-
ciated with the external B field. Since the only ordering one needs to separate
the gyromotion from the gyrocenter motion is ρi/LB ∼ o(ε) [27], we can show
that, by following the procedures in Ref. [3], the only conditions we need to
recover the original gyrokinetic Vlasov equation are:

∂F

∂ϕ
=
∂F

∂µ
= 0.
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Fig. 3. Four-point approximation for a rotating ion ring

Thus, as long as we are interested in low frequency phenomena and the gy-
rophase information is unimportant and the magnetic moments are conserved,
we can still use low-frequency gyrokinetic particle simulation for investigating
the physics in these regimes. As far as collisions are concerned, the GTC code
already has the capability to handle e-i, e-e and i-i collisions [28] and has been
used for neoclassical transport studies [29]. Thus, in principle, global gyroki-
netic particle codes can be used for full cross section simulations including
both the core and the edge. Of course, many details have to be worked out
for the present GTC code for such an extension.

Moreover, the recent work [10] exploring the relationship between MHD and
gyrokinetics has shown that the gyrokinetic formalism enables us to keep the
FLR effects in the gyrocenter coordinates by representing a gyrokinetic par-
ticle as a rotating ring in the kinetic-MHD regime. Shown in Fig. 3 is the
4-point approximation of the ring valid for k⊥ρi ≤ 2. In other words, we have
found a way to keep FLR effects in the MHD regime when the grid spacing
of ρs becomes necessary. These findings are very encouraging in terms of ex-
panding the applicability of the gyrokinetic particle simulation to the regime
traditionally studied by the MHD equations. One example is the possibility
of microturbulence simulation in transport time scale. Let us explain.

4 Transport scale simulation of microturbulence

In a recent study on size scaling [30] associated with the ITG turbulence, the
simulation was carried out for a reactor size plasma with a/ρs = 1000 on the
IBM-SP at National Energy Research Supercomputing Center (NERSC). The
run took about 72 wallclock hours with one billion ion particles (8 particles /
cell) for 7,000 time steps running on 1024 processors (25M particles*step/sec)
with 10% efficiency for each processor. This is impressive. However, the simu-
lation covers only 1msec of the discharge in real time. Thus, the confinement
time scale simulation of ∼ 1sec is almost impossible with the present-day com-
puting capability. There are other numerical difficulties preventing us from
doing so as well as we mentioned earlier. So, the scenario of transport time
scale simulation can go like this:
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1) Load the particles according to the given magnetic equilibrium and plasma
profiles of density, parallel current and pressure and run the microturbulence
simulation as an initial value problem.

2) Calculate the flux surface-averaged transport coefficients for density, cur-
rent and temperature from the simulation and then use, e.g., the TRANSP
code [31] to predict the new profiles, for the next 50 − 100msec.

3) Calculate the new magnetic equilibrium using codes such as JSLOVER [32]
or PIES [33].

4) Re-load particles accordingly and go to step 1.

The governing equations related to the proposed simulation model is given in
Appendix A.

5 Conclusions

For the past ten years, particle simulation has proven to be very adaptable to
massively parallel computers, for both those with commodity processors and
the vector-parallel machines [6,34]. The major reason is that particle simu-
lation solves a set of linear ordinary differential equations in the Lagrangian
coordinates and only solve the elliptic-type partial differential equation in the
Eulerian coordinates. As such, particle simulation keeps inter-processor com-
munication at a minimum and spends most of time performing gather-scatter
operations. A special built machine for particle pushing designed with these
special features in mind to simulate International Tokamak Experimental Re-
actor (ITER) physics is an intriguing option. Success of such an endeavor is a
fitting tribute to the pioneers of particle simulation.
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A Governing equations for gyrokinetic particle simulation

The governing equations for the microturbulence and kinetic-MHD simulation
are similar to those described in Ref. [10]. The gyrokinetic Vlasov equation in
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the gyrocenter coordinates of (R, v‖, µ, t) can be written as

∂Fαgc

∂t
+
dR

dt
· ∂Fαgc

∂R
+
dv‖
dt

∂Fαgc

∂v‖
= 0, (A.1)

where R = x− ρ. In general geometry including electromagnetic and toroidal
effects for finite k⊥ρα, the corresponding characteristics are

dR

dt
= v‖b∗ +

v2
⊥

2Ωα0

b̂0 ×∇lnB0 − c

B0

∇φ̄× b̂0,

dv‖
dt

= −v
2
⊥
2

b∗ · ∇lnB0 − qα

mα

(
b∗ · ∇φ̄+

1

c

∂Ā‖
∂t

)
,

µ ≡ v2
⊥

2B0

(
1 − mc

e

v‖
B0

b̂0 · ∇ × b̂0

)
≈ cons.,

where

b∗ ≡ b +
v‖

Ωα0

b̂0 × (b̂0 · ∇)b̂0,

b = b̂0 +
∇× Ā

B0

,

Fαgc =
Nα∑
j=1

δ(R −Rαj)δ(µ− µαj)δ(v‖ − v‖αj),

Nα is the total number of particles, ρα is the gyroradius of the species α,
Ωα0 ≡ qαB0/mαc and the gyrophase averaged potentials are


 φ̄

Ā


 (R) = 〈

∫ 
 φ

A


 (x)δ(x− R − ρ)dx〉ϕ,

with 〈· · ·〉ϕ ≡ ∮
dϕ/2π. Gyrokinetic Poisson’s equation can be written as

(τ/λ2
D)[φ(x)− φ̃(x)] = −4πρgc, (A.2)

where

φ̃(x) ≡ 〈
∫
φ̄(R)Fi(R, µ, v‖)δ(R− x + ρ)dRdµdv‖ 〉ϕ,

ρgc(x) =
∑
α

qα〈
∫
Fαgc(R)δ(R− x + ρ)dRdv‖dµ〉ϕ,
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τ ≡ Te/Ti, λD ≡
√
Te/4πn0e2 and φ̄. Gyrokinetic Ampere’s law becomes

∇2A− 1

v2
A

∂2A⊥
∂t2

= −4π

c
Jgc, (A.3)

where

Jgc(x) = J‖gc(x) + JM
⊥gc(x) + Jd

⊥gc(x), (A.4)

=
∑
α

qα〈
∫

(v‖ + v⊥ + vd)Fαgc(R)δ(R− x + ρ)dRdv‖dµ〉ϕ,

v‖ and v⊥ are the velocity space variables and

vd ≡
v2
‖

Ωα0
b̂0 × (b̂0 · ∇)b̂0 +

v2
⊥

2Ωα0
b̂0 ×∇lnB0.

For ω2 � k2v2
A, we can simply ignore the time derivative term in gyrokinetic

Ampere’s law without having to invoke any further geometric simplifications.

The gyrophase averages in Eqs. (A.1) - (A.4) can be calculated by the scheme
described in Fig. 1, namely,


 φ̄

Ā


 (Rαj) = 〈


 φ

A


 (xαj)〉ϕ,

ρgc(x) =
∑
α

qα

N∑
j=1

〈δ(x − xαj)〉ϕ,

J‖gc(x) =
∑
α

qα

N∑
j=1

v‖αj〈δ(x − xαj)〉ϕ,

Jd
⊥gc(x) =

∑
α

qα

N∑
j=1

vdαj〈δ(x− xαj)〉ϕ

and

JM
⊥gc(x) =

∑
α

qα

N∑
j=1

〈v⊥αjδ(x− xαj)〉ϕ.

The significance here is that the FLR effects can now be accounted for by using
the scheme for all the field quantities including the perpendicular current.
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Since we assume that ρ/Leq is of the order o(ε), the magnetic drift current, in
the limit of small k⊥ρi, can be calculated explicitly as

Jd
⊥gc =

c

B0

∑
α

[
pα‖(∇× b̂0)⊥ + pα⊥b̂0 × (∇lnB0)

]
,

and the diamagnetic current as

JM
⊥gc = −∑

α

∇× cb̂0

B0
pα⊥,

where
 pα‖

pα⊥


 = mα

∫ 
 v2

‖

v2
⊥/2


Fαgc(x)dv‖dµ.

For p = pα‖ = pα⊥, we recover the usual pressure balance equation as

J⊥gc =
c

B0

∑
α

b̂0 ×∇pα.

These equations can be solved via existing particle simulation techniques on
massively parallel computers.
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